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Inan article appoaring
in the Spring 1980
issue of the Sloan
Management Review,
Edward Bowman pre-
sented a study of the
empirical association
betwaen risk and re-
turn at both firm and
industry lovels. He
concluded that, in ap-
parent contrast to the
body of economics and
finance literature, a
negative relation holds
between risk and re-
turn within many in-
dustries. In this article,
the authors question
this result. They point
out weaknessos in
Bowman's analysis,
present a preferred
analytical methodol-
ogy, and explore the in-
terpretation of the em-
pirical risk-return rela-
tionship at the firm
level. A response from
Bowman follows the
articlo. Ed.

Risk-Return Tradeoffs
for Strategic Management

Terry A. Marsh
Douglas S. Swanson

Investors owning common stocks earn re-
turns in the form of dividends and stock
price appreciation. If investors are risk
averse, those stocks must be priced so that
the riskier they are, the higher the expected
returns will be. For example, since 1926 the
portfolio of NYSE common stocks has been
priced to return, on average, about 8.0 per-
cent por annum more than riskless Treasury
Bills." If investors hold well-diversified port-
folios of assets, and if they measure risk in
terms of the variance of the returns on these
portfolios, then the assets that contribute
most to the variance of the portfolio returns
must be priced to yield the highest expected
returns.

In his article, “A Risk/Return Paradox for
Strategic Management” (published in the
Spring 1980 issue of the Sloun Management
Review), Bowman contends that *. . . both
business administration and economic
theory and literature . . . maintain that there
it a positive association between risk and
return . .. at the level of the firm and industry
[as well as in the] stock market.”? In his
empirical analysis, however, he finds that in
apparent contrast to the positive risk-return
tradeoff observed at the capital market level,

. in the majority of industries [he] stud-
ied, higher average profit [return on equity
(ROE)] companies tended to have lower risk,
i.0., variance [of ROE], over time."? That is,
he reports finding a nogative tradeoff be-
tween average carnings and risk at the firm
level within industries, and consequently,
he concludes that the evidence “at the firm
lovel” is paradoxical with respect to the re-
ceived business and economics literature.

In this article, we argue that Bowman'’s
finding of an apparent paradox is a reflection
not on the business and economic litera-
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ture, but rather on his tests. This distinction
is significant because, as Bowman himself
states, the role of “good management . . . [is
to] bring about both higher returas and lewer
variance. . . ."* It would be more than a little
disconcerting if the business literature were
at odds with good management!

If investors have only the opportunity to
invest in stocks that yield high returns as a
reward for bearing a high degree of risk, they
obviously would be delighted with an an-
nouncement by any one firm that it had
found a new high return-low risk project —
what manager would not like to be able to
make such an announcement? Yet, ignoring
for the moment any errors in the measure-
ment of earnings and costs, it is implausible
that such high return-low risk projects could
exist generally while, at the same time, aver-
age stock murkel returns were positively re-
lated to risk — hanging, as it were, by their-
own bootstraps. In the absence of some im-
pediment, an equilibrium should be reached
in which the positive relation between risk
and expected roturn on stocks reflects the
relation between risk and return on firms’
marginal projects. An empirical result that,
across firms, lower risk projects yield, on
average, high expected returns would cer-
tainly constitute an anomaly, if not a
paradox, from an equilibrium point of view.$

Although Bowman offers his results as
evidence that a negative relaticn between
risk and expected return does generally
hold over time and across firms within an
industry, there are many potential statistical
problems in his contingency table tests, as
wo will discuss later in this article. When we
use a test for cross-soctional rolations be-
tween true means and truo variances, which
is devoloped and applied in Marsh and

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Rigk-Return Tradeoffs

38 Marsh and Swanson
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even in knowing what constitutes high re-
turn or low risk, let alone in making accept/
reject decisions on the marginal projects that
fall short of obvious golden opportunities.

Bowman'’s Tests and Results

AC ‘Table Test

Newey, we find that even after taking out
the generally positive comovements in ROEs
across companies and industries, there are as
many industries displaying positive correla-
tion between ROE means and variances
across companies within the industry as
there are industries displaying the negative
correlation reported by Bowman, The results
saem to hold, with equal force, for the indus-
tries in which Bowman found the strongest
negative relation between average ROEs and
variances of ROEs.

Nothing in our results rules out the possi-
ble existence of high expected return-low
risk projects for some firms at some times.
Indeed, finding such profitable projects is
one of management’s primary functions, But,
while finding obviously profitable projects
might be tough, deciding to undertake them
once they have been found is not, Instead,
the difficult decisions center on when to ac-

Bowman's results are based on two different
data sets. The first set contains 387 com-
panies from eleven industries; two indus-
tries are studied for strategic management
purposes and nine are chosen randomly
from Value Line surveys. He calculates ROE
means and variances for these companies for
the five-year interval 1972-1976.

Tests of association between the ROE
means and variances are based on a two by
two contingency table analysis. The POE
means and variances are classified as high or
low relative to their sample median values as
indicated in Table 1.

As used here in Table 1, the (sample) mean
ROE and (sample) variance of ROE are asso-
ciated if higher (or lower) mean ROE occur
more frequently among the higher or lower
category of variance of ROE. Thus, Bowman
considers mean and variance unassociated if

no_ Ny

NSNS TN
Bowman finds that the sample mean ROEs
and sample variance of the ROEs are nega-
tively lated across the firms in ten in-

cept, or to reject, less profitable (marginal) proj-
ects whose expected returns do, or do not,
meot the minimum level required for the
amount of risk they impose on the firm’s
investors given their alternative oppor-
tunities. While strategic, economic, and in-
dustrial organization analyses have an im-
portant role to play in these marginal project
decisions 7 th bly un-
derstand the risk-return relation reflected in

dustries and positively correlated in the
other one. He reasons that, if there is no
relation between risk and roturn, half of the
correlations should be negative and half
should be positive (ignoring those firms with
zero correlation). Thus, using a binomial
test, he concludes that the ten negative corre-
lations out of eleven industries are sig-
nificant.8
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bles of these sample estimates. The sum of
the values in the low/high and high/low
quadrants of each table is divided by the sum
of the values in the high/high and low/low
quadrants. A quotient greater than one
would indicate negative correlation. He
finds fifty-six industries with negative corre-
lation, twenty-one with positive correlation,
and eight with no correlation. He implies
that these results again represent significant
negative intra-industry correlation (using a
binomial test) between ROE mean and ROE
variance.

Finally, using his first sample, Bowman
forms one contingency table using all 295
firms from all the nine Value Line industries
that he studied. This contingency table dis-
plays slight negative corrolation, but not at a
significant level. Also, using his second
sample, he forms a contingency table based
upon rank orders of industry ROE mean and
ROE variance. Finding insignificant negative
correlation there as well, he concludes that
there is negative correlation between ROE
mean and ROE variance within an industry,
but not on an aggregate basis.

Errors in the Bowman Methadology

Since the sample means and variances of
ROE can be measured cardinally for each
firm in an industry, it is somewhat unusual
to throw away information by classifying
firms into only high and low classes of ROE
mean and ROE variance, and then perform-
ing categorical data analysis. The impact is
more than methodological or statistical.
Whereas even rank order methods provide
some | ion about the icity of
a relation between variables, the two by two
contingency table test can only tell us
whether there is some unspecified depor e
from independence or association between
ROE mean and ROE variance (see Table 1). In
particular, we cannot conclude from Bow-
man's results that if firm A has a higher mean
ROE then firm B, then firm A will have a
lower variance of ROE than firm B. If his
contingency table tests were correctly spec-
ified, we could, at most, conclude that if firm
A’s mean ROE is above the median for com-

panies in its industry, then it is slightly more
likely that its ROE variance will be below the
industry median. Hence, oven if all average
ROEs of firms in Bowman’s sample were
good measures of expected ROES, his results
are not “parametric” enough to lend much
assistance to decision makers.®

However, a serious methodological prob-
lem exists in the use of contingency table
tests to establish Bowman's results. These
tests are typically used to investigate the
relation between two random variables. But
they are used here to test for the association
between two sample moments of the ROE
distribution computed from the same sample
of observations. We know from statistical
theory that only for samples drawn from a
normal population will the finite sample
mean and variance be independently dis-
tributed (i.e., unassociated).!® It is unlikely
that earnings or deflated earnings series are
normally distributed and, not surprisingly,
studies of the probability distribution of
financial statement ratios have consistently
reported departures from normality in the
direction of positive skewness for ratios like
ROE.!* And while it might not be appropri-
ate to apply asymptotic results to Bowman's
samples (see below), it is worthwhile noting
that f:r both the gamma (r > 2) and lognor-
mal distributions, which would be typical of
those found empirically, the asymptotic
mean and variance estimators are negatively
correlated (unless they are centered about a
“center of location”).!? In the avsence of
other problems with the categorical analysis,
this means that Bowman's paradox may arise
purely from his statistical methodology."

Also, to interpret Bowman's results, his
sample size and the independence of his
sample observations must be considered. In
the first of his two samples described above,
his analysis is based on ", . . each company’s
average profit and the variability of its profits
over the five-year period, 1972 t0.1976." 14 In
the second sample, his analyses *. . . use a
nine-year period (1968-1976) for ROE mean
and variance rather than a five-year pe-
riod.”1S Assuming the sampling interval to

—
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be annual, this means that the sample mo-
ments of each company’s ROE distribution
are computed using only five and nine ob-
sorvations respectively. This sampling error
is not accounted for in the contingency table
analysis as it refers to association between
point estimates of the mean ROE and vari-
ance of ROE.

To illustrate the magnitude of the sam-
pling error, we applied the Bienayme-
Chebycheff inequality to the first three com-
panies in our sample described below, over
the five-year period 1972-1976. For these
three randomly chosen companies, the mean
ROE and its upper and lower 95 percent
confidence intervals, respectively, are
(0.177, 0.302, 0.051), (0.051, 0.0187,
—0.084), and (0.088, 0.243, —0.066). That is,
our point estimate of company one’s mean
ROE is 17.7 percent, but there is a 95 percent
choice that it is as high as 30.2 percent or as
low as 5.1 percent.! Such wide intervals are
thus indicative of substantial
error in the variables going into the con-
tingency table analysis.

Bowman’s procedures also assume obser-
vations across companies for each year and
observations across years for each company
are independent. Neither is true, so sampling
arror is actually even greater than the pre-
ceding rough calculations suggest because,
intuitively, the higher the dependence
among a given number of observations, the
lower the effective number of observations. !?
The assumpticns of independence are flawed
for two reasons.

First, ROEs across companies are not in-
dependent for, as shown by Ball and Brown,
there are market- and industry-wide factors
influencing firms’ accounting earnings.®
The limitation imposed by this cross-
sectional interdependence between ROEs is
severe because many statistical methods, in-
clucing the nonparametric ones Bowman
uses, are no longer valid,

Second, for any given company, ROEs are
not independently distributed through time,
Loosely, the number of effactive observa-
tions on ROEs depends upon the properties
of the time series of ROEs. Indeod, if the ROE

series is not covariance stationary," its true
mean and variance will not even be defined
— there is no such thing as a unique mean
and a unique variance.

Time series models of earnings variables
such as earnings per share (EPS) have been
studied extensively in the accounting litera-
ture, and the evidence is overwhelming that
EPS series are typically not stationary, at
least in the post-World War 11 era. Presum-
ably the runaway growth of earnings due to
inflation, net positive new investment, and
technological improvements help explain
this finding. When earnings series are de-
flated by total assets or equily values, the
appropriate description of the resulting rate
of return series is not as obvious, with some-
what different conclusions being reached
in previous studies by Ball and Watts and
Beaver.2® Our analysis (not reported here)?!
tends to support the conclusion that a ratio
like the ROE used by Bowman is covariance
stationary, and hence, that it is sensible to
talk about its mean and variance. However,
in one test of mean reversion, Beaver found
that it took some eleven years ‘before high
and low ROE firms regressed to a common
mean ROE, suggesting that indeed fairly
long periods may be required to get rea-
sonably precise estimates of ROE means and
variances.??

Our Test Methodology and Results

Test Methodology. In this section, we pre-
sent what we believe is a better-founded test
of the risk-expected ROE relation than the
Bowman test. We apply it to a sample of 175
firms described below and a second sample
containing nine of the ten industries for
which Bowman found the strongest support
for his case. The details of the test are given
in Marsh and Newey.?

We initially denote the sample observa-
tions as the multivariate time series ROE,,
i=1,...,Nt=1,.,.,T where N is the
number of firms in the sample, and T is the
number of ROE abservations for each firm.
The test procadure consists of making two
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transformations of these series and then ap-
plying a parametric error components pro-
cedure to test for nonspecific cross-sectional
association between time series means and
time series variances.

The first transformation is designed to
eliminate autocorrelation in a time specific
component of the {ROE}.?* This transfor-
mation does not affect the hypothesis test
that we wish to perform. The variable
{ROE } will hereafter be defined as the trans-
formed variable.

We make a second transformation de-

signed to eliminate the cross-sectional inter-
dependence between the ROEs for different
firms in the same year or quarter. To elimi-
nate the common factors, the ROEs are
again redefined as the residual ROE, in the
following model:
ROE',, = hAOM, + ¢ROI,, + ROE, )
where ROE'; is the ROE variable as trans-
formed in the first step, ROM, is the equally
weighted average ROE for all 135 companies
in our sample in period t, ROI, is the average
industry ROE in period t, and ROE,, is the
final rate of return variable on which we
wish to perform tests for cross-sectional as-
sociation between mean and variance.

The average of the coefficients b, and ¢,
across all firmsi =1, ..., N in our sample
will be positive, so that removal of the com-
mon factors affecting firm ROEs will in-
crease the chance of finding Bowman’s re-
sult. Of course, it is possible that a sample
estimate of b, could be negative for a given
firm, even though the true b, is positive (just
as it is possible that a large positive estimate
of b; could be above its true value). Thus, it
would be desirable to incorporate the sam-
pling error in the transformation in equation
(1) into our test procedure below. Unfortu-
nately, the methodology for doing this has
not yet been developed, and we know of no
other test procedure that accomplishes it.

It is important to understand that finance
theory says nothing about the coefficients b,
and ¢, in equation (1). These coefficients will
bed ined by the ch istics of firms"

cash flows given their real investment deci-
sions. Current finance theory seeks only to
impose restrictions on the expected value of
ROE , given the coefficient b, (industry risk is
assumed to be diversifiable, so c is ignored).
Since we impose no restriction on the value
of byand the average of the “residual” ROE,,
we have not embodied any finance theory
into the tests.

With the above two transformations, the
test procedure fits within an error-compo-
nents model as follows:

~

ROEy = a +ju + 1y (2)
where a is the “grand mean” of ROEs across
all time periods and all firms, f, is a random
firm-specific, but time-invariant,
of the mean with E(i) = 0, and #,, and
is the remaining time-varying but firm-spe-
cific disturbance with

Elndw] = 0, Elnunalwd =0, 7#t.

In equation (2), the test for cross-sectional
association between the time series means
and variances of ROE;, i = 1,...,N isa test
of whether

Ho: Elnilud = o (3)
The alternative hypothesis which we con-
sider here?s is

H: Elnil) = glw) )
The test statistic is
(5)

where the terms are defined fully in the Ap-
pendix. Loosely, the statistic in the numer-
ator contains the difference between the
sample ROE mean multiplied by the sample
ROE variance and its expectation under the
null hypothesis of no interaction or associa-
tion between them adjusted for any asym-
metry in the distribution of the ROE. The

ling variance of qyis consis-
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tently estimated by the term in the de-
nominator. Hence, S measures the extent to
which average ROEs are associated with
ROE variances across companies if no as-
sociation were “truth,” relative to expected
sample variation.

The finite sample properties of the test
statistic S are not known. Thus, we cannot
determine how powerful our test is in detect-
ing an association between true ROE means
and variances across companies. On the
other hand, if it is the case that our tests have
little power, the same problem apparently
afflicts Bowman's tests. He admils that *. ..
the low number of companies in each [of his]
table[s] and the closeness of some of the
results to the null hypothesis [of no asso-
ciation] would yield rather weak signals”
when his tests are used.? In fact, when we
repeated his (misspecified) test on the first of
our samples described below, we found that
the association between average ROE and
variance of ROE was significantly negative
for only two out of thirteen industries.

Data. Our first sample consists of a substan-
tially longer time series of ROEs obtained by
extending a sample of carnings per share for
175 firms supplied to us by Ross Watts at the
University of Rochester. In addition, to
check that there was no selection bias in
these companies, we repeated our tests on a
second sample comprised of those ten Value
Line industries for which Bowman found the
strongest negative correlation,

The Watts sample includes a randomly se-
lected 50 percent of the firms that meet the
following criteria:

1. The firm's quarterly and annual earnings
per share numbers are available in the Wall
Street Journal Index (WSJI) over the period
January 1958 through December 1969,

2. The firm's share price

1962 through September 27, 1968.

4. The firm’s fiscal year is constant in the
period January 1958 through December
1969.

All of the earnings per share numbers ob-
tained from the WSJI are adjusted for stock
splits and stock dividends. Earnings data
from 1970 to 1981 were obtained from the
vector of Primary Earnings Excluding Ex-
traordinary ltems on the COMPUSTAT
Quarterly Industrial File. These earnings
were adjusted for splits and stock dividends
back to January 1, 1958. We have used 135
firms from the WSJI data set. We eliminated
the 40 remaining firms from our sample be-
cause they didn't have fiscal years ending in
March, June, September, or December (since
we were interested in analyzing the dataon a
quarterly calendar) or because they were not
on the 1978 COMPUSTAT Quarterly Indus-
trial File.

ROE was calculated by deflating these
earnings series by several different bases:

1. Book Value per Share of Equity at year
end (adjusted for splits and stock divi-
dends)?” defined as book value of common
equity divided by the number shares used for
calculating Primary EPS. Since these items
aro available only on the COMPUSTAT In-
dustrial Annual File, this ROE series was
calculated only on an annual basis. Also,
since the book values were not available for
most firms until 1963, the series extends
only from 1963 to 1981.

2. Book Value per Share of Equity tat the
beginning of the year. This seriesis.stmilar to
series 1 and covers 1964-1981.

3. Market Value per Share of Equity at the
end of the quarter (adjusted for splits and
stock dividends) obtained from the CRSP




Sloan Management Review

Spring 1984 1

Table 2 Test Statistics and Direction of Correlation! between Average ROE and
Variance of ROE across Firms within Industries? and across All Firms
Industry Number of Firms Direction of Direction of Direction of Direction of
in Industry Correlation and  Correlation and Correlation and Correlation and

Test Statistic S ‘Tost Statistic S ‘Test Statistic S Test Statistic S

for ROE Series 1 for ROE Serles 2 for ROE Serles 3 for ROE Series 4

EPS/BV1963-81  EPS/BV(-1)1064-81 EPSMV1058-81  EPSIMV(+)1958-81
Motal Mining 4 (+) 212 (+) 030 () o004 (+) 054
Food & Kindred Products 10 =) 2.23 (+) 067 (=) 0.00 (<) 025
“Textile Mill Products 6 (+) 1089 (<) 114 (=) 376 (<) 233
Paper & Allied Products 4 (+) 000 (<) 002 (+) 012 (-) o001
Chemicals & Alliad Products 1 +) 031 (+) 000 (+) 312 (-) 006
Petroloum & Coal Froducts 12 (<) 19 (<) 161 (=) on (-) o6z
Stone, Clay, & Glass Products 7 (-) 060 (=) o097 (-) 446 (-) o028
Primary Melal Industrios 7 (+)  0G6 (+) 003 (+) 037 (+) o024
Machinory, excopt Electrical 14 (+) 565 (+) 469 (+) 122 (+) 291
Electric & Electronic Equipmont 1 (+) 0.52 (=) o000 (+) 036 (+) 244
Transportation Equipment n (-) 0.39 (=) 053 (+) 110 (+) 113
Instruments & Related Products 5 (-) 009 (-) o014 (+) o023 (+) 128
Electrical, Gas, & Sanitary Services 13 (+  on (+) 020 -) 00 (+)
All Firms 135 (+) 100 (+) 19 (+) 304 (+) 125
Nato:

bset. Six of the 1078 and 1981, and

takeover, wote excluded from the subsol.

"iection of corrolation. either positive (+) o negative (=), in parontheses.

Hndustey classification based on tho two-digit SIC codo oblained from the 1978 COMPUSTAT Quatterly Industrial Filo dated Soptember 21,

1978

4. The Market Value per Share of Equity
(adjusted for splits and stock dividends)
measured thres months after the end of the
quarter to which earnings pertain. This
series is similar to series 3 and covers the
first quarter of 1958 to the third quarter of
1981,

By nature of the ROE ratio, all measures of
equity are meant to standardize each firm's
earnings for its scale or size. There is some
reason to believe series 4 will induce less
noise into the ROE series than series 3. This
is because some 85-90 percent of the infor-
mation in a firm's accounting earnings is
impounded in its stock price by the month of
its announcement.?® Thus, scaling earnings
by a post-announcement market value of
equity adjusts for the deviation of EPS from

elimination of the transilory element should
enhance the power of our tests.

Results. Table 2 lists the test statistics and
direction of correlation for each industry and
the whole sample. For both series 1 and 2,
the Machinery (except Electrical) industry
exhibits a positive correlation between ROE
mean and ROE variance at the 95 percent
confidence lovel. The Textile Mill Products
industry has significant positive correlation
for series 1 but not for series 2. (In fact, it is
slightly negative in that sample.) The small
size of this industry (6 firms) may be the
cause of this result. No othar significant posi-
tive or negative correlation is evident in
these two series.
For series 3, the Textile Mill Products in-
dustry (negative correlation, x*(1) = 3.76),
Allied-Products industry
2), and the
ts industry
4.46) have
ation. How-
all (6, 11,




42 Marsh and Swanson Risk-Roturn Tradeoffs

comparative purposes, we decided to study
Table 3 List of Industries and Number of Firras in Each nine of the ten industries for which Bowman

Industry N !

found the negative be-
Industry Number of Firms  Corralation & Test Statistict ~ {Ween average ROEs and variance of ROEs —

the tenth industry was Advertising, which
Auto and Truck 7 (+) 0.060 we did not include because only a few firms
Air Transport s (+) 230 in that industry were in the COMPUSTAT
{,’,‘f.:f};‘f..,,x uZ» }t; ,’,j§'5’ data base. A listing of the industries and the
Rual Estate 6 (+) 2082 number of firms in each is given in Table 3.
Finance 1 () 163 Also listed is the test statistic S in equation
é;,’,;";,',’ oo Divorsifid f; };]’ ,‘,:% (5) and the direction of correlation between
Machine Tool 17 (+) 094 average ROE and variance of ROE across the

Nete:

Bowman found the highest egat comelton beween KOE mean and ROE varionco. ROE dsind os

EPSWV(-1) for the period 1969-107

D rection of correlalion, either posilise (+) or negative (), in parenthosos.

firms in each industry. Here, we studied the
behavior of ROEs defined according to series
2 (Primary EPSfbook value) for firms in the
nine ind over the 1969-1977 time pe-

and 7 firms, respectively) and it appears that
a single firm within each of the industries
may dominate the results, especially for the
Textile Mill Products and Stone, Clay, and
Glass Products industries. If just a single firm
outlier from each of these industries is omit-

riod. The only industry with significant cor-
relation is Real Estate, but the correlation is
positive and there are only 6 firms in the
industry. Seven of the industries exhibit
posilive point estimates of the correlation,
while only two display negative estimaies.

ted, the di of the lation does not
change, but now the test statistics are 1.52,
2.59, and 2.06, respectively, which are in-

significant, For series 4, no ind show
any significant levels of correlation.
The whole sample of 135 dis-

Interp ion of Industry Level
Risk-Return Tradeoffs
Ex Post Bias, We regard our results

as more plausible than Bowman's as a gen-
eral of the be-

plays positive, although insignifi corre-
lation for ali four of the series. For the four
series, the number of industries within a
series with positive correlation is 8, 6, 7, and
7, respectively, and the number with rioga-
tive it is 5,7, 6, and 6, resp
This does not indicate any type of intra-
industry correlation between ROE mean and
variance, either negatively or posmvely.
Except for the positive lation in the

tween expected rates of return and the vari-
ance of those rates of return at the firm level
because, as noted in the introduction, our
results are consistent with equilibrium in the
market for real assets. Of course, it is the
function of management to look for intra-
marginal projects (projects with positive net
prosent values) that are expocted to generate
lhe hlglwst relums with the lowest risk.

Machinery (except Electrical) industry for
series 1 and 2, and the positive correlation
for all firms together in all series, we find no
aigniﬁmn( corralauon belwsan average
RO 8 8

, in any study of risk and
pruﬁlnbillly at lha firm level, there will al-
ways be a tendency to observe “the winners”
but not “the losers,” and thus to observe
hlgh ox pos( relum Iow ex post risk projects,
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badly, despite expectations to the contrary
based on the best possible prior analysis,
will tend to be abandoned — the sooner the
better. This leaves the intermediate projects
whose fortunes are somewhat less blessed
than those of the cash cows, but are still
worth continuing. Such projects will tend to
have lower average ROEs and more variable
ROEs than the cash cows.

In addition, Bowman's high/low classes

appear to be justified on the basis of Bow-
man'’s result, it would not lead to strategic
decisions that are in the interests of inves-
tors.
Managers instead need to know how high
a project’s expected payoff must be in order
to justify ploughing stockholder funds into
it. Finance theory is quite straightforward in
this respect: determine the project’s risk (see
below], |hen calculalo the hurdle rate or
ted payoff that

for average return and risk are d

within the sample relative to the median
realized ROE mean and realized ROE vari-
ance for the firms in his sample. His negative
risk-return relation could then arise as the ex
post result of combining cash cows with
high ex post average ROI‘s and low variance
of ROEs with mod ful firms

would be necessary to compensate investors
for undertaking it. (Of course, if contrary to
all the finance evidence, investors were risk
pref--ring at the margin, the compensation
would be negative.)

Thus, ﬁnnnca prescribes that the payoff
on an marginal pm]ecl ba the

that have relatively lowar ex post average
ROEs, but relatively higher variance of
ROEs. At the industry level, there will be less
noise in classifying firms on a relative basis,
so one might expect that a negative correla-
tion between risk and return will be stronger
there. The implication is that a negative cor-
relation across firms between their ex post
average ROEs and the variance of their ROEs
can tell us little more than that business is
uncertain — managers, however, must make
decisions, by definition, before “the dice are
rolled.”

Risk-Return Tradeoffs. Can analyses, like
Bowman's, of the association between aver-
age ROEs and the variances of ROEs at the
firm level, offer useful guidelines to man-
agers faced with decisions before the fact?
Suppose that the managers of a firm with
high expected return-low risk projects are
confronted by a new project or strategy that
has an even lower risk than the current ones.
Should they accept the project? Will the
knowledge that risk and average return are
nogatively correlated help them make good
investment decisions?

If the negative correlation forms the basis
of the accept/reject decision, the new project,
with its lower risk, would be required to
have higher expected returns than the cur-
rent ones. Though such a prescription might

hmark for capital budgeti It
would be in the interests of stockholders m
have lortake the h I

cal new project even if it had a lowor oxX-
pected rate of return than the current proj-
ects, so long as the new project's expected
rate of return exceuds the hurdle rate appro-
priate for its riskiness. This would be true
even though undertaking the new project
will lower the average rate of return ox-
pected on the firm’s portfolio of projects.

Risk Seeking. If a firm has debt in its capital
structure and if its assets have been so de-
pleted that it can no longer pay off its debt or
meet coupon payments, managers acting in
the stockholders' interest do have an incen-
tive to “bet the firm” on high (variance) risk
strategies. If the het pays off, stockholders
are back in the money. If it fails, the stock-
holders weie in effect playing with the debt-
holders’ money anyway. Thus, we might
observe periods of low realized ROEs (as the
firm’s assets are dissipated) succeeded by pe-
riods of high variance of ROEs. Such “risk
seeking by troubled firms"3° has been stud-
ied extensively in the finance literature.’!
Howaver, even if all the questions about the
empirical relevance of this “agency prob-
lem” could be resolved,>? risk seeking would
imply, in the context here, that changes
occur in'the expected ROEs and variance of
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ROEs over time.33 Unfortunately, even with
the large sample of ROEs here, it is almost
impossible to adequately estimate such shift-
ing parameters. Since Bowman’s results as-
sumed constant expected ROEs and vari-
ances of ROEs, it is hard to see how this
risk-seeking behavior can be inferred from
his evidence, even though it includes cross-
sectional observations,

Data Problems. Last, but perhaps foremost, it
v acknowl

in terms of intense utilization of capacity
and high earnings, and vice versa — the ef-
fect is even stronger in the most probable
circumstances.

Of course, in spite of these many and obvi-
ous problems with ROE as a measure of firm
rate of return, one is often stuck with ac-
counting data when securities market data
for risk and return are unavailable where ap-
plicable (e.g., at the divisional level), or
where the securities market has already

is g y dged that
rates of return by dividing book equity into
accounting earnings is fraught with poten-
tial error. It is well known that the use of
ook rates of return can lead to incorrect
i 341f a profitable project
involves large cash outlays and lagged cash
inflows, the firm may have a relatively low
ROE over initial stages of the project and a
relatively high RCE at later stages, even
though much of the risk could occur, and be
resolved, during the initial stages (with the
low ROE). Stating the point in a slightly dif-
ferent way, cross-sectional associations be-
tween the average and the variance of a
firm’s accounting ROE could, all else being
equal, be more a statement about its account-
ing hni than about
techniques. In addition, the rate of return on
equity will, unlike the rate of return on as-
sets, be subject to variations in a firm's lever-
age (as will capital market returns on equity).
The use of a ratio of net accounting earn-
ings to book value of assets is itself capable
of producing misleading results. Using the
accounting identity that “bottom line” earn-
ings vary directly with the equity base (be-
fore payment of dividends), it can be shown
that even purely random noise in the ac-
counting process of earnings determination
will decrease the average value of the ratio of
accounting earnings to equity base and in-
crease its variance. The induced moves of
average ROE and variance of ROE in oppo-
site directions apply to the true (population)
values, no: to their sampling estimates, If the
noise s not purely random — for example, if
accounting depreciation tends to be “under-
charged” relative to economic depreciation

lized the profits or opportunities of
interest to economists, regulators, etc. Many
existing analyses, such as the PIMS study3s
and the Strategic Planning Associates, Inc.
(SPA) “Value Curve” and “Value Leverage
Index,"3¢ make explicit or implicit assump-
tions about risk-return relations at the ROE
level. Our point is that, particularly when
accounting data are the only available facts,
users should appreciate just how much noise
(often insidiously nonrandom) can be added
to the analysis.

Summary

We have examined the average relation-
ship across firms between risk and average
rates of return on corporate investments.
We used both book values and market values
of the investments when computing the
rates of return, We find, unlike Bowman, that
there is no negative tradeoff between risk
and average return. We have emphasized
that there is nothing anomalous, from a
finance (or equilibrium) point of view, in
finding that some firms possess intra-
marginal projects with little risk that are ex-
pected to yield high profits. However, the
payoffs on marginal projects or firms will
reflect the positive relation between risk and
expected return which, alas, is the best the
investor could achieve by instead investing,
through the stock market, in other firms.
We pointed out earlier that a proper evalu-
ation of investment projects or strategies in-
volves a comparison botween the incremen-
tal cash flows which those investments would
generate and-a hurdle rate which reflects the
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returns that investors could expect to earn
elsewhere on projects of equivalent risk.
Those hurdle rates, or marginal required ex-
pected returns on projects, have to be posi-
tively correlated with their risk so long as
investors are risk averse. Also, if investors,
be they risk averse or risk preferring, can
form portfolios of ownership in firms, hurdle
rates (or, over the long run, average stock
market returns) cannot be related to variance
risk per se. If they were, investors could al-
ways form arbitrage portfolios of invest-
ments (portfolio formation involves linear
weighting) whose average returns would be
linearly weighted averages of the average re-

covariation of its return with that on the in-
vestments of all firms, rather than total risk or
variance of the project’s return. But there is
evidence that the systematic and total vari-
ance risk measures are highly correlated,”
and hence that rankings of projects on either
risk measure will be similar.

There are also situations in which total
variance risk matters per se. For example,
when there is an option to abandon projects
(and to more aggressively pursue other
projects that do well), the total variance of
a project’s cash flows is needed in decision
making.*® Different levels of variabilily of
the cash flows on a project for which later

band: or is not feasible or

turns on the separate i but whose
variance risk would be higher or lower than
the weighted average of the individual in-
vestment variances (except in the special
case where all the investment returns were
perfectly correlated). Of course, since not all
projects will have ex post payoffs at the ex
ante margin, Bowman's finding doesn't
necessarily say much about current finance
theory guidelines, or vice versa.

Finance theory suggests that the appropri-
ate measure of a project’s or firm’s risk is its
systematic risk which is the nondiversifiable

important can still affect the degree to which
forecasts of later-year cash flows from the
project will be updated as time progresses if
and when that project is undertaken. These
differing degrees of forecast revision should
be reflected in the hurdle rates for the proj-
ects,® in which case the variunce of the cash
flows is again a legitimate input to proper
project evaluation.

Appendix follows on the next page.
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Appendix

The test statistic (3) in the text is defined as S = Q%IV(qy).
The exact specification of these terms is given as follows:
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Risk-Roturn Tradeoffs

A Response from Edward H, Bowman

As I understand their article, Marsh and

cal risk-seeking behavior by people whose

recent experience and prospects are below

their own aspiration levels. (See Marsh and
t 4, includ

Swanson have several types of
regarding my article, “A Risk/Return Para-
dox for Strategic Management,” which
demonstrates within a majority of industries

3 “.. . since
this would be so contrary to most views of
the interests of stockholders and managers
alike, we ignore it here.”)

The istical offered by the

a negative correlation for be-
tween risk and return. As I argued, the nega-
tive paradox is probably caused by manage-
me.:t behavior, accounting convention, and
risk preference.

Their three primary arguments ars (1) the-

authors are very involved, and in several
parts. The two by two tables they criticize
were used for simplicity of both analysis and
presentation, and involve some chosen
tradeoffs as virtually all statistical tests do.

oretical, (2) 1, and (3) irical. The
theoretical arguments derive mainly from
modern finance theory. I even elucidate sev-
eral of them, as it is essentially on this basis
that I label the negative correlation between
risk and return a “paradox.” Their argu-
ments are largely normative (i.e., that man-
agers should behave in a particular way) and
rely on the classical arguments of equilib-
rium analysis that the free markets in the
long run will force reality to follow theory.
Interested readers who wish to see cogent
arguments in modern economics challeng-
ing this approach should read An Evolu-
tionary Theory of Economic Change by
Richard Nelson and Sidney Winter (Harvard
University Press, 1982).

Interestingly enough, some of Marsh and
Swanson's conceptual points come very
close to allowing for the possibility of the
risk/roturn paradox as in, “Such ‘risk seeking
by troubled firms’ has been studied exten-
sively in finance literature.” (See E. H. Bow-
man, “Risk Seeking by Troubled Firms,"
Sloan Management Review, Summer 1982.)1
cite in my second article, as they do, Myers's
arguments (see Marsh and Swanson’s refer-
ence 31). However, they are apparently un-
willing to believe the findings of a substan-
tial body of psychology and management
science experimental work that challenges
classical utility theory with its ubiquitous
risk aversion arguments. Tversky and
Kahneman, and Laughhunn, Payne, and
Crum in well-known recent works published

The ic tests which they are not
onthusiastic about were used to counter
single and strange outlier observations so as
not to bias the results, something which
parametric tests do poorly. Their several
suggested “adjustments” to the basic data,
one of which will be discussed shortly, are
outside of the very common usage of many
authors in economics, management, and
finance in their studies of risk and return.
‘They mention only in a footnote (see Marsh
and Swanson’s reference 9) and yithout the
data reported, Professor Michael Treacy's
paper which used a different data set, Com-
pustat, that was much larger than theirs and
Spearman’s rank order correlation coef-
ficients. We reported that Treacy found that
forty-three of the fifty-four industries had a
correlation coefficient between mean ROE
and variance that was negative. Twenty-two
of these forty-three negative correlations
were significant at the 5 percent level. These
empirical results and the statistical method-
ology are both stronger than the original two
by two tables.

The one adjustment that Marsh and Swan-
son apparently made to all their data for
statistical purposes, perhaps a matter of
taste, seems to color strongly their empirical
results — my next and last response. It is
apparently to “adjust” the_calculation of
each mean and variance of ROEs by the in-
dustry mean of that year. The authors offer
two tables of results, one of thirteen indus-
tries with data received from the University

of and the other of nine of my

in the journals Science, Ee ica, and
M Science di the typi-

most negative industry correlations, Table 2,
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with their small sample of thirteen SIC in-
dustries and 135 companies, does not show,
1 believe, what the authors argue when com-
pared to my eighty-five Value Line indus-
tries with 1,572 companies.

1 have matched where possible their thir-
teen industries with similar industries in my
table. Both their table and my matched in-
dustries show about an even split between
negative and positive correlations, though
the matching is imporfect because of the
more aggregate classification of the two-digit
SIC codes (a confounding by aggregation
that my article argues against). In other
words, we jointly find about the same corre-
Iation results for the thirteen industries
(however, only in total, as their signs are
quite i acro: hods/col
Therefore, by extension, if we jointly find
about the same aggregate results for the thir-
teen industries, we should also find about
the same results for the eighty-five industries
(i.e., a significant majority of negative corre-
lations). Thus, though their data transforma-
tions are unusual, their empirical results
tend to support rather than refute our origi-
nal work,

Finally, taking only their first check of my

year. Their use of this transformation here is
unusual as it is ordinarily used to control or
normalize for between industry differences
when all companies are grouped together. If
the industry as a whole has high swings, as
surely the auto and truck industry does, and
if a few companies are more stable, their
performance will appear to vary more than
the average company because all rosults ara
individually being transformed or adjusted
by the industry average for that year. For
those readers who do not have the data read-
ily available, even casual observation will
show that General Motors and Ford report
much higher average profit rates with a
much lower variance (the negative correla-
tion) than do Chrysler, American Motors, or
White Trucks. Te look at this industry and
ses a weak positive correlation rather than a
strong negative correlation just doesn't make
sense. Perhaps the difference is explained by
their several data “transformations,” or per-
haps it is explained by their special Compu-
stat data “Excluding Extraordinary Items”
which could cover large “write off losses”
and other omissions as “atypical.”
Following the analysis for the paradox ar-
ticle now going back about six years, I have
seen a number of articles and working pa-

most extreme negative lati autos
and trucks, seven firms, they show a positive
correlation but a low test statistic. I found u
six to one ratio; that is, three firms are high
ROE and low variance, three firms are low
ROE and high variance, and none is high
ROE and high variance and one is low ROE
and low variance. I believe the explanation
of this large discrepancy here and through-
out their Table 3 is due o their “correction”
of adjusting for the industry average each

pers d the negative riskireturn
under various 1
agree with the implicit point in the Marsh
and Swanson article that both theoretical
and empirical challenges to current theory
are worth investigating, and that normative
advice to managers should be offered only
with some caution, Therefore, 1 invite others
to start from scratch with their data sources
and their statistical tests and see what results
they find.




